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Chinese Dialect Identification Based on Genetic Algorithm

for Discriminative Training of Bigram Model

Wuei-He TSAI† and Wen-Whei CHANG†, Nonmembers

SUMMARY A minimum classification error formulation
based on genetic algorithm is proposed for discriminative train-
ing of the bigram language model. Results of Chinese dialect
identification were reported which demonstrate performance im-
provement with use of the genetic algorithm over the generalized
probabilistic descent algorithm.
key words: Chinese dialect identification, minimum classifi-
cation error, generalized probabilistic descent algorithm, genetic
algorithm

1. Introduction

Research in Chinese language processing was almost
exclusively aimed at voice dictation of Mandarin Chi-
nese [1]. However, hundreads of Chinese dialects ex-
ist and may be linguistically divided into seven major
groups that sound mutually unintelligible. This mo-
tivated our research into building a system capable of
recognizing three major Chinese dialects spoken in Tai-
wan, Mandarin, Holo, and Hakka. The baseline system
performs phonotactic analysis after speech utterances
have been tokenized into sequences of broad phonetic
classes (BPCs). Our approach differs from similar ap-
proaches [2]–[4] in that BPC bigram probabilities were
discriminatively trained to optimize the identification
accuracy according to the minimum classification er-
ror (MCE) formulation [5]. The standard approach to
MCE training is to apply the generalized probabilis-
tic descent (GPD) algorithm [5], [6]. However, GPD
approaches perform local searches and may fail to pro-
vide reliable results when used on complex optimization
problem with multiple local optima. By contrast, the
global properties of genetic algorithms have made them
very effective at solving constrained as well as combi-
natorial optimization problems [7]. Recognizing this,
we use a genetic algorithm to train the bigram model
because the MCE formulation may be considered as
searching for a global optimum in the parameter space.

2. System Configuraion

The baseline system we tested consisted of a BPC
recognizer followed by phonotactically motivated lan-
guage models, and included two subsystems as shown
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in Fig. 1. The first subsystem processed speech utter-
ances to extract acoustic feature vectors, and these fea-
ture measurements were used to determine broad pho-
netic transcriptions of utterances. Five BPCs consid-
ered here are the stop, fricative, affricate, nasal, and
vowel or diphthong. In our implementation, the BPC
recognizer was designed using a 9-state left-to-right
HMM with its state observation probability density
modeled as a mixture of 15 Gaussian densities. Ob-
servations were streams of acoustic feature vectors con-
sisting of the lowest 10 coefficients of the mel-scaled
cepstrum. In the training phase, a phonetically la-
beled subset of the training speech is used to estimate
the HMM parameters through the segmental k-means
reestimation algorithm. The second subsystsem calcu-
lated the log-likelihood, log Pr(W |Di), that the pho-
netic language model for dialect Di produced the BPC
sequence W = {w1, w2, . . . , wT }. Language models de-
signed to capture the phonotactic regularities of each
dialect are constructed by running the training corpus
into the BPC recognizer and computing bigram prob-
abilities between consecutive symbols observed in the
BPC sequence. The phonetic language model for each
dialect Di is characterized by means of bigram prob-
abilities λi = {a(i)

mn}, that gives the probability that
BPC m is followed immediately by BPC n. When an
unknown utterance is received, the language model re-
ceives it as input the recognized BPC sequence and
produces as output the log-likelihood of the dialect be-
ing spoken. The dialect of the language model which
predicts the utterance with the highest log-likelihood is
hypothesized as the dialect of the test utterance.

3. Proposed Training Scheme

The effectiveness of the proposed system crucially de-
pends on how the BPC bigram probabilities are esti-
mated from a training corpus. Traditionally, bigram
model training problems have been dealt with using
the relative frequency approach [3], [4]. Discrimination
can be improved if all the utterances spoken in J differ-
ent dialects are jointly used in training the parameter
set Λ = {λ1, λ2, . . . , λJ}. This task belongs to the class
of discriminative training problems and has been stud-
ied by several researchers [5], [6]. To begin, define a
discriminant function gi(W ; Λ) = log Pr(W |λi) and let
Wn, n = 1, 2, . . . , N , denote the BPC sequence repre-
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Fig. 1 The proposed dialect identification system.

senting the phonetic transcription of the nth training
utterance. The basic idea is to formulate the discrim-
inative training process as a constrained optimination
problem that can be stated as follows:

min
{λi}

L(Λ) =
1
N

N∑
n=1

J∑
i=1

1
1 + e−γdi(Wn)

1(Wn ∈ Di), (1)

where 1(·) is the indicator function, and the misclassi-
fication measure in the form

di(Wn)=−gi(Wn; Λ)

+ log




1
J − 1

∑
k,k �=i

exp[gk(Wn; Λ)η]




1/η

. (2)

The GPD algorithm is often used to identify op-
timal parameter setting for which the empirical loss
L(Λ) is minimal. However, it may suffer from the
problem of convergence toward local minima that are
critically dependent upon the starting point. An al-
ternative approach to function optimization is based
on genetic algorithm (GA). The main attraction of
GAs arises from the fact that the given search space
is explored in parallel by means of iterative modifi-
cations a population of potential solutions (chromo-
somes). Choosing an appropriate chromosome repre-
sentation is the first step in applying genetic algorithm
to solving optimization problems. Here BPC bigram
probabilities define the solution and hence, can be en-
coded into a chromosome as a list of real numbers, that
is: S = {a(i)

mn, 1 ≤ m, n ≤ 5, 1 ≤ i ≤ J}. Starting with
an initial population, the fitness measures of all chromo-
somes were ranked with respect to the objective func-
tion F (S) = 1/L(Λ). As a result of this evaluation, a
particular group of chromosomes were selected from the
population to generate offspring by subsequent recom-
bination. Natural evolution gives chromosomes with a
higher fitness level more chance to survive in the next
generation. Crossover among the selected chromosomes

Table 1 Results of Chinese dialect identification.

(a) MCE/GPD-trained bigram model.

Actual Recognition
Mandarin Holo Hakka

Mandarin 0.95 0.02 0.03
Holo 0.00 0.90 0.10

Hakka 0.03 0.08 0.89

(b) MCE/GA-trained bigram model.

Actual Recognition
Mandarin Holo Hakka

Mandarin 0.95 0.02 0.03
Holo 0.00 0.94 0.06

Hakka 0.02 0.03 0.95

then proceeded when the value of a random number
generated between 0 and 1 is less than the specified
probability pc. After crossover, with a probability of
pm, the mutation operator was applied to each chromo-
some by inverting its substring between two randomly
selected positions. When the maximum number of gen-
erations was reached, the best chromosome in the final
population was taken as GA’s solution for functional
optimization. In the GA implementation, the parame-
ter values used for the pc, pm, the population size, and
the maximum number of generation were empirically
determined to be 0.6, 0.1, 200, and 5000, respectively.

4. Experimental Results

Experiments were carried out to investigate the poten-
tial advantages of using genetic algorithms to improve
the language-discriminating power of MCE-trained
BPC bigram models. The training database consisted
of 120 sentential utterances, and the database for use in
testing consisted of 60 utterances that did not include
those used for training. Table 1 presents dialect identi-
fication results that compare the case where the bigram
language model was discriminatively trained using the
GPD algorithm against the case that was trained using
the genetic algorithm. The rows of the confusion ma-
trix correspond to the dialects actually being spoken
and the columns indicate the dialects identified. As
the table shows, Chinese dialects can be identified by
computing BPC bigram probabilities that are likely to
capture the relevant phonetic and phonotactic aspects
of individual dialects. Simulation results also indicate
that the proposed system using a BPC bigram model
trained by the genetic algorithm with the MCE for-
mulation yields better performance with 94.7% accu-
racy, compared to 91.3% for the system using the GPD
method.

5. Conclusions

This Letter explores the benefits of a genetic algo-
rithm for use in training bigram language models that
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have the most discriminating power. While we only
addressed the Chinese dialect identification problem,
the proposed approach can be applied to discriminate
among other languages as well.
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